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. Introduction

Combination of outputs (majority vote)
Bagging approach

Boosting approach

Stacking approach
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Applications

a. TORRES project
i. Traffic imputation
ii. Data fusion

b. Ramp events forecasting on power generation

Ensembles

NO ONE of us ;

is as smart as

Increase accuracy: Combiningmodels usually
performs better than using each model

individually.
ALL of us.
+ Increase robustness: Ensembles reduce the risk .
of bad predictions. = Ken Blanchard ?
5 ’
+ Tackling complex problems:Some problems . % : /
are simplytoo complex for one model to handle : X
alone.

¥

The bard The barbafian
Mereativity) (strength)
W
The magician The bandit (sneaky)
(magic)

magic + creativity + strength + sneaky = Success!

How can an ensemble of ML models (the adventurers) solve a complex
problem (a mystery) better than a single model (a hero)?
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Base classifiers
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Output combination (Majority vote)
Classifier Realclass
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Ensembles’ approaches - “Bagging”

. The bl i ifi i by p-replica’ fromthe “training set”.
Use “majority vote” to combine the output of the classifiers.

+ The classifier should be instable (e.g. Decision Tree): small changes in the “training set” have a large impactin the
output.
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Classifier 1

. sse

Classifier 2

1)
L ases

Final class

Training set
Classifier L

bootstrap-replica’s *The same base classifier

" *The same base classifier
Ensembles’ approaches - “Boosting”

The ensemble is built by adding a classifier* each time.

The new classifier learns from a datasetthat is specifically designed to reduce the errors made by the previous
classifier.

Use “weighted vote” to combine the output of the classifiers.
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Ensembles’ approaches - “Stacking”

+ “Stacking”is mostly used to combine different classifiers.

+ A“metalearner” uses the classes predicted by the classifiers as input features and the target outputis the
same as in the original “training set”.

Classifier 1

Classifier 2

—4{ metalearner }—‘Finalclass

predicted
classes

Training set

Classifier L

Applications
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Traffic processing foR uRban EnvironmentS
(TORRES)
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*  Provide authorities and ci

quantify the impact of their policies on traffic and mobility, which
directly relate to citizen’s quality of life and safety.
+ Using Al and machine learning to allow authorities and cities to make
smarter data-driven decisions.
Data fusion

Traffic.
- simulation

Computer

an Traffic Traffic Data
W imputation W interpotation @ forecasting vision isuali
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always available
(malfunctioning
devices)

Time
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Sensor
358477428 916022554 358423364

Data missing patterns categorization

Misaing complately et random
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Missingat random &
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Data imputation (ensemble of imputers) Data imputation (validation)

* Neural network-based

Self-Attention-based Imputation for Time Series (SAITS)
Bidirectional Recurrent Imputation for Time Series

Experiment setting
Complete dataset

Proposed imputation approach

Antificial masking ) (BRITS)
" —_— —— Imputation 1
Condition 1 . )
* Unsupervised GAN for Multivariate Time Series
Artificial masking |mputation 2 Imputation (USGAN) 10%
Condition 2 * Naive:
Independent @ . Fmal‘ G- Laf;ﬁbﬁervi:oncarriedForward(LOCF) Mask10%
ifi . mputation * General MLalgorithms -
M Condiona T | — mputetion3 T T ertvereputer s mising
ondition Aggregation P!
Data . * KNNimputer Perform HPO for each model
- - « Simple imputers _
ot mesking . Mt mconptebon bsed s
Conmans ™ —Imputation 7 - eru g of 5V g
(Softimpute) 2
i sm::-' ms:empi't ,;ﬂw > o bf : LSVfD he i I ‘ \3] lg:s; ** mﬂw B
Mas) Trais 1 jor . irect factorization of the incomplete matrixinto low- El
L rank U and V (MatrixFactorization) Retrain

Evaluate
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Data imputation (imputation pipeline) Data imputation (main results)
Experiment setting Imputation pipeline

Complete dataset o

- WA T
VTV

Agsregated output

N Ml\ i
AV

10%
st

Aggregated
predictions

Validation i

Training
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asmissing
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Retrain

Evaluate
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Data fusion in traffic

ANPRcameras

Data collected in 2023

[eepr——
- st

Data fusion (ensemble of forecasters)

Training: 10 months
Validation: 1 month

Test: Last 4 weeks of the year

Lags: 5 (1 hour and 15 minutes)
Forecastinghorizon: 45 minutes

Base learner and metalearner: LightGBM

Retrain

Evaluate

performance

on validation
set

Evaluate
performance
on test set

Stacking

model model

Select a better HP setting
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Mean Absolute Error

Data fusion (main results)

Validation set Test set
ANPR [ Counting | ANPR | Counting
source | loop | source | loop
source source
Stacking 3.3994 [8.0415 |2.9773 [8.4754
approach
Individual training | 3.8994 |28.4025 [3.382  |27.4506
(before usingthe
metalearner)
LightGBM trained |3.4585 [8.8612 |2.9813 |9.1121
without
distinguishing
between data
sources

Feature importance aggregation (Highlighted
i>200)

EMLG | -

Ramp event forecasting

— Rampup el
«  Aramp event represents a large and fast variation o ¥ i AR
in power in a wind farm or portfolio - { R n:dwuq
+ Most of the approaches are threshold-based H |y — g doun et

methods for binary classification m ’g
\"'\‘r‘*\ | ! ”\!«
00 "
e

Probability distribution of the ramp events

. Unbalanced classification

Ramp up crtical Ramp up Ramp not signticant Ramp down Ramp down crtical 2
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Ramp event forecasting Ramp event forecasting

Proposedapproach

ENMLG
Algorit

’j] Historical Require: P: A st of m
feconts o J

Wind power profile ¥, ¥y,

(e

lass cxamples

Ramp type

Re. Ress, Resze Revs.

ML et

2 Randomly sample o subsct N, from M, [\,
t  Leam¥, /i

£: The number of subscts £ 16 sample froem Af

. The munber of weak clasificrs in an AdaBoost enscmble % o
£ do ieth Fab (Re2) = Revs
Pl Raanp classes in

wd ;. i AdaBoost comrnblc with § woilk clasifiess
hs, and correspouding we = 1,.... 5. The ensemble's thresbold is 8,

. Main results:
(e i ) [P T [ e P T LT e
Fsi (L acshigls) ) Increasing lags did notofferany |

= improvement e
The pr istic classifier is a P — o

N - [MRancomForest
strong baseline defined for the [HAUSBosiCassiior

problem [MEasyEnsamoe
* EasyEnsemble was the best [MsababiisieC
classifier when reducing the ; e —
*X. Y. Liu, J. Wu and Z. H. Zhou, “Exploratory Undersampling for Class-Imbalance Learning,” in IEEE Transactions on classes and masking unknown
Systems, Man, and Cybernetics, Part B (Cybernetics), vol. 39, no. 2, pp. 539-550, April 2009. 2 events .
Interesting reads
‘ - I L EE Ensemble Learning: Building Smarter Models through
ENSEMBLE METHODS CO"abOratiOn
e 24-11-2025
Combining

Pattern Classifiers
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